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ABSTRACT

If you ever try to buy a 1,500 square feet house in San Francisco, California and then look for a
similar house in Stillwater, Oklahoma, you would see a stark difference in the price of the house.
Obviously, location plays a huge factor in the real estate prices. If you limit the location to a city, do
you think the cost of two 1,500 square feet houses in San Francisco or Chicago would be the same?
There are a lot of factors that go into the final sale price of the house, such as the condition of the
house, proximity to schools and parks, proximity to public transport, etc.

This paper tries to understand the underlying factors that go into creating the price of each house.
The goal of this paper is to build a predictive model that can identify and capture the variance in
the data as accurately as possible in order to use this data to predict future house prices in Ames,
Iowa. Implications exist for other locations by taking into consideration the geographic and
demographic differences and their impacts. Initially, a decision tree model was used to identify
variable importance. After this, various predictive modeling techniques were used in SAS
Enterprise Miner to identify the best fitting model that would help predict the house price.
Comparison of different models shows that the Ensemble model has performed the best with the
least average squared error.

INTRODUCTION

When buying a house, we look at a lot of features, its square feet area, no. of bedrooms, bathrooms,
frontyards & backyards, location, and ultimately its price. As it happens, the price itself is
dependent on many factors.

This dataset provides many salient and peripheral features of a house that would give a better
idea of what and how much do each of these features affect the final sale price. The dataset there
are 80 explanatory variables describing every aspect of residential homes in Ames, lowa such as
Street, Neighborhood, LotShape, LandSlope, YearBuilt, FullBath, GarageCars, Fireplaces and Pool
Quality for 2,930 homes.

What are we trying to answer?
i.  What are the important features and factors that impact house prices

ii.  Can we build a model focusing on these important features and estimate accurately the cost
of a house?
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METHODOLOGY

1. Initial exploratory data analysis was done to identify outliers if any, and handle them as
required. Five observations with unusual target variables were dropped from the dataset

2. Variable selection was done using decision tree model and stepwise regression to understand
variable importance with respect to the target variable. Based on this, the initial set of
variables that would go into the final model was reduced from 80 to 30.

3. Transform Interval Variables

e To account for skewness of the variables, log transformation was performed on 3 interval
variables that indicated high skewness

e Since the variables were on different scales, there could be a bias introduced in the data. In
order to fix this, normalization or range standardization was performed on the interval
variables.

e The new Range for the variable was transformed with a scaled value of a variable equal to
NewVar = (x - min) / (max - min), where x is current variable value, min is the minimum
value for that variable, and max is the maximum value for that variable.

4. Model Comparison
Various models were used to understand which model would explain the maximum variance
with respect to the Target variable.
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The idea was to identify the best model which gives the least average squared error, as it an
indicator of the difference in the predicted value vs. true value of the house price. Lower ASE
show indicates a better model. Shown above is the SAS Enterprise Miner diagram. Five models
were used - Decision Tree, Linear Regression, LASSO Regression, Gradient Boosting and
Ensemble model. We used a model comparison node to identify the model with least ASE.
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RESULTS

1. Identifying Important Variables
The decision tree we have identified the variables with the highest significance w.r.t to the
target variable. As we can see, Overall Quality of the House, Above Ground Living Area in
Square Feet, Total Square Feet of Basement Area, Neighborhood, Year Remodeled, Garage
Cars, Central Air, No. of Full Bath, etc. are important among all the other variables we have
related to the sale price.

¥ariable Importance

Mumber of
Splitting

Variable Name Lahel Fules Inportance
OverallQual OverallQual 5 1.0000
Neighborhood HNeighborhood 2 0.4512
GrLiwvhrea GrLiwvhrea 11 0.4003
TotalBsmtiF TotalEsmtiF 5 0.2358
_lstFlrafF 3 0.1954
EsntFiniFl EsntFiniFl 5 0.1031
HE5ubClass MiSubClass 1 0.0739
Garagehrea Garagehrea 3 0.0578
TearBuilt YearBuilt 1 0.0513
KitchenQual KitchenQual 1 0.0505
GarageType GarageType 1 0.04z20
Fireplaces Fireplaces 1 0.0342
GarageCond GarageCond 1 0.0309
1 u]

¥ra3inceRemod -0z79

2. Model Comparison Results
Based on the model comparison results, we see that the Ensemble model is the model with
the least average squared error. The Ensemble model creates new models by combining
the predicted values for interval targets from multiple predecessor models. The new model
is then used to score new data.
In this approach, multiple modeling methods were used, such as a LASSO, Regression,
Decision Tree, Gradient Boosting and an Ensemble model with the input of the other 4
models, to obtain separate models from the same training data set. The output from these
models is used to form the final model solution.
In this case we have seen that LASSO regression model has outperformed all the other
individual models

SalePrice  5.1622E8 22720.37 7.222E11 4.1152E8 20285.89
Ensmbl  Ensmbl Ensemble SalePrice SalePrice 5.1717E8 2274127 1502249 7.196E11 4.1004E8 20249.45
Reg2 Reg2 Regressi.. SalePrice SalePrice  5.1907E8 2278319 149760 7.188E11 4.0955E8 20237.28
Tree2 Tree2 Decision ... SalePrice SalePrice  1.0079E9 31747.17 198983.6 1.303E12 T7.4238E8 272466
Boost Boost Gradient ... SalePrice SalePrice  1.0318E9 3212242 248360.3 1.596E12 9.0948E8 30157.57
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3. Final Selected Model Results - LASSO Regression

Fit

Statistics Statistics Label Train Walidation
_ASE Awerage Squared Error 411517219.37 516215283, 70
_DIV_ Divisor for ASE 1755.00 1170.00
_Mad Maximum Abhsolute Error 150689.78 160205, 54
_NOBES_ Sum of Frequencies 1755.00 1170.00
_Ra%E_ Root Average Scuared Error 20285.89 22720.37
_85E_ Sum of 3quared Errors 722212719994, 32 6039718519946, 45

Analysis of Variance
Sum of Mean

Jource DF Squares Square F ¥alue

Model 90 1.023168E13 1.138853E11 261.93

Error 1664 7.222127E11 434022067

Corrected Total 1754 L.085380EL3

Root M3E 20833

Dependent Mean 179336

R-Square 0.9341

Adj R-Sq 0.9305

ATC 36750

ATICC 36760

SBC 35491

ASE (Train) 411517218

A3E (Validate) 516215284

The RASE (root average squared error) for the model is 22 thousand. This means that on
average the difference in predicted value from the actual value is 22 thousand, where the
average sale price for the house is 180 thousand in the dataset.

The model also give a R-square of 93%, which is an indicator of the goodness of fit of a
regression model
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LIMITATIONS

As the dataset is limited to one city Ames, lowa, we can’t explore impact of geographic or demographic
factors which may have an influence on house price.

CONCLUSION

Intuitively we would expect lot square footage, and number of bedrooms would have a direct relation to
Sale Price, but by having a better understanding of all the hidden factors that have an impact on House
Price, we would be able to run targeted marketing campaigns at better prices by highlighting these
features. However, in the final model it is seen that Neighborhood where a house is located, MSSubClass
(type of dwelling such as 1-Story, 2-Story, Duplex), Lot size in square feet, No. of Bedrooms Above Ground,
Basement Exposure (which refers to walkout or garden level walls), No. of Cars in Garage, Exterior
covering on house, Kitchen Quality, Condition1 (proximity to various locations/streets) significantly affect
the valuation of the home.
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APPENDIX

APPENDIX A:

DESCRIPTIVE STATISTICS:
i. Identifying Outliers
By deep-diving into the data, we notice there are five clear outliers. The two outliers in the top
have very high sale price and above ground living area (square feet), whereas there are a few
other outliers with very high above ground living area, but relatively low sale price. In order to
not let these observations impact the overall model, they are excluded from the dataset for
further analysis.

S00000

100000

ii. Variable Importance
Using a decision tree we see that the following variables are important with respect to the
target variables
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Wariahle Importance

HNumber of

Splitting
Wariahle Name Lahel Rules Inportance
OwerallQual OwerallQual 5 l.0000
Neighborhood Neighborhood z 0.4512
Grlivdrea Grlivhrea 11 0.4003
TotalEsmtiF TotalBsmtiF ] 0.Z356
_1stF1rsF 3 0.1954
BemtFin5Fl BentFiniFl 5 0.1031
ME353ubClass MEiubClass 1 0.0739
Garagehrea Garagelrea 3 0.0573
TearBuilt TearBuilt 1 0.0513
KitchenQual KitchenQual 1 0.0505
GarageType GarageType 1 0.04z0
Fireplaces Fireplaces 1 0.0342
GarageCond GarageCond 1 0.0309
TrsiinceRemod 1 0.0z279

The stepwise regression model has selected the following variables in the final model

Type 3 Analysis of Effects

Sum of
Effect DF Squares F Value Pr = F
Bedroomabvir 1 4164627455 10.53 0.001z2
EsutExposure 4q 2.50937E10 15.87 <.000L
EsntFiniFl 1 1572481689 4.74 0.0297
BsmtFinTypel [ 5782932931 2.44 0.0238
BsmtQual 4 1.14973E10 7.27 <.0001
BsntinfiF 1 7571434926 19.91 <.0001
Conditionl g 1.45365E10 4.61 <.000L1
Conditionz 5 9.01766E10 45.61 <. 0001
Exterual 3 7326759526 6.15 0.0004
Exteriorlst 13 2.04456E10 3.98 <.0001
Fireplaces 1 2816088534 7.12 0.0077
FullBath 1 2375343360 6.01 0.0144
Functional ] 1.29654E10 5.47 <. 0001
GarageCars 1 1.50819E10 38.14 <.000L
GrLividrea 1 7.00118E10 177.06 <.0001
Houseftyle 7 9535381652 .45 0.0012
Kitchen(ual 4 1.06503E10 6.75 <.0001
LandContour 3 7663565491 6,45 0.000z2
Lotirea 1 1.26301E10 31.94 <.000L
LotConfig 4 7862059542 4.97 0.0006
LotShape 3 4052512839 3.42 0.0le8
Masubllass 14 6, 46712E10 11.65 <.0001
MasVnrirea 1 3642338633 9.21 0.00z4
Heighborhood Z6 1.1440%E11 11.13 <. 0001
OverallCond g 4.60392ZE10 14.55 <.000L
Overall(ual 9 6.63667E10 15.65 <.0001
PoolQC 4 2.53726E10 16.04 <.0001
RoofMatl 5 2.84234E10 14,35 <.0001
JaleCondition 5 1.53Z59E10 7.75 <. 0001
ScreenPorch 1 3268869655 5.27 0.0041
TotalBsutiF 1 2.64183E10 66.81 <.0001
TearBuilt 1 2.406659E10 60,87 <.0001
Trs3inceRemod 1 3739047147 9,46 0.0021
_&ndF1r3F 1 9420186337 23.82 <. 0001

All the variables selected by the regression model and decision tree model are used to build
the first cut model. Using the variables as the first step, I will start looking at the multi
collinearity, VIF (variance inflation factor), correlation with Target.
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. Analysis of Shortlisted Variables
Variable importance of the selected variables is shown below:

Target » SalePrice.

o

4.0E+09
3.0E+08 1
£ 20E+09 4

1.0E+08 o

0.0E+00 -

TS

Top Correlated Variables with Target:

Target = SalePrice
Data Role = TRAIN

Correlation

Few of the variables have high skewness, which will be transformed using log transformation:

Data Pole=TRAIN
Teandacd Ran

Varisble Fole Hean  Deviation Hizzing Missing Miniwum Hedian Mwciwas  Tkewnesr  Fuztosis
Brdrooukbvge THROT 282063 0.B23701 1755 o 0 3 £ 0.165382  1.397393
UamEFinsFL U azs.eiz  ayr.zeey 17558 o o 347 0N 0032034 -0.06946
BamtUnese INPUT  354.8181  435.3784 1758 o o ars 1338 0.HEILS  0.38HL32
Fireplaces TROT  0.593732  0.643063 1755 o 0 1 4 0.743482  0.204574
Fullbath INPUT  LS646TZ  0.550427 17558 o o z 4 0.1s3e -o.avozL
GarageCaes THROT 1752137 0.TI04SE 1758 o ] 2 5 -0.21724  0.362005
Grlivhzen InpLT 1487.267 4730053 1758 a 334 Lazg 320 0.85€083  L.024792
LotArea InPUT 1009717 B0, 569 1753 L] 1300 2240 215348 13.3¢0en 75,6903
MasVachcen INPUT 9522335 176.9708 1758 o ] o 1600 28488 9.33412
Ovezallfond INFUT 5.56238)  1.125003 1755 a 1 5 9 0.657184 1040661
OverallQual INPUT  6.087Z36  L.438808 1758 ] 1 . 10 0.1449403  0.00L3TL
Sceeenforch TEFOT  15.57835  56,32008 1758 o ] o 576 @093498  19.92647
TotkmsAbuGrd  INPUT  G.4DW9GS L S51T0 1755 o 2 6 1 0090582 O.07Z0OR
TotalBsseIF T 1035.23 4263422 1758 ] o urs 300 0.375016 1. LAASER
Teazbuile TWFOT 1570685 30,67313 1758 0 1875 1973 000 053876 -0.56617
YrssinceRemod  INPUT 23,5650 20.9L001 1755 o o 15 60 0.45TIML -1.309)
_LseFlcsp T 1049.524  3AL.D8DA 1788 [ W4 Tit) I8 1024794 320401
mdFlzsF meUT 333,28 418.5716 1758 0 L] 0 le2 0. 806307 -0.61584
dalerrice TARGET 1793350 790508 1758 ] Lamee 160000 GLLGST L5619 3.509202

Class variables with more than 90% of the observations having one value will not explain much variance
in the model and hence are dropped from the model
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Data Role=TRAIN

Humber
Data of Mode Modez
Role Variable Name Eole Lewels Mizsing Mode Percentage Mode2 Percentage
TRAIN EsutExposure INPUT 5 a No 64,87 Aw 13.50
TRAIN  BsmtFinTypel INFUT 7 il Ung 29,91 GLO 29.23
TRAIN  Bsmt(ual INPUT [ i} Th 43.19 Gd 41,4z
TRAIN Conditionl INFUT ) a Norm 86.10 Feedr 5.70
TRAIN  ConditionZz INFUT 7 i} Horm 99.15 Artery 0.28
TRAIN  ExterQual INPUT 4 o Ta £1.25 Gd 33.68
TRAIN Exteriorlst INPUT 16 a Vinylad 35.38 Metaldd 15.61
TRAIN  Functional INFUT 5 i} Typ 92,31 Min2 2.68
TRAIN Houseityle INPUT i a litory 50.14 Z3tory 29.29
TRAIN  KitchenQual INFUT 5 il Ta 51,05 Gd 39.37
TRAIN  LandContour INFUT 4 i} Lwl 89.57 Brik 1.16
TRAIN LotConfig INPUT 5 a Inside 73.45 Corner la.82
TRAIN  LotShape INFUT 4 i} Reg 64.39 IRL 32.42
TRAIN ~ MsSubClass INFUT 16 o 020 35.61 060 18.29
TRAIN Neighborhood INFUT a8 a Himes 13.56 0ldTowm .17
TRAIN  PoolQC INPUT 4 i} Ha 99, 50 Th 0.17
TRAIN RoofMatl INFUT 5 a CompShg 95.15 Tar&Gry 0.46
TRAIN JaleCondition INFUT & a HNormal &3.08 Partial §.55
iv. GLMregression model

Source DF  Typelil S5 Mean Square F Value Pr>F

BedroomAbvGr 1 ZA0T037637 6 IOTOATGITSH  HE1 00160

BamtExposure 4 5267511587 13041877807 2365 <0001

BsmiFinSF1 1 B34027740.70 B34027740.70 1.15 0.2834

BsmitFinType1 5 6346400042 6 12692B0008.5 230 0.0425

BsmtQual 4 47970107178 11992526194 21,74 <0001

BsmtUnfsF 1 12317338079 12317338079 22 33 <0001

Cenditioni 8 24784365847 30080457300 562 <000

Condition2 7 5S20266BT500 T4323E3041.3  13.48 <0001

ExterQual 3 30821191163 10273730360 1863 <.0001

Exteriorist 15 001643000 2355442000 4.2¢ <000

Fireplaces 1 18081519103 16081519103 2916 <0001

FullBath 1 4346547640 3 43465476403 788 0.0050

Functional T 1828TOGES41 23267240773 4.22,0,0001

GarageCars 1 G21TGATTS9.8 62176077568 11.27 0.0008

GrlivArea 1 51080764211 51069764211 9.26/ 0.0024

HouseStyle T Or4BOB012104 10686573158 104 00599

KitchenGual 4 GOGGTIOTTIE 12630376035 2292 <0004

LandContour 3 13754138237 ABBATIZTAGS 831 <000

LotArea 1 15641164235 15641164235 28.36 <0001

LotConfig 4 GEBEZ21581.4 1721506300.3 3.12 0.0142

LotShape 3 4371350808 14607119936 265 0.0474

MESubClass 15 130401550840 86004367227 1577 <0001

MasVnrArea 1 EBGG14GG33.3 BE5E146G33.3  16.06 <0001

Neighborhood | 27 290601616888 10763022848 1951 <0001

OverallCond 1 BF34300206 B4/34300206 11737 <0001

OverallQual 1 SIS0ZIOTIE0 S1N0S307700 9411 <0001

The GLM Procedure PoolaC 4 41221573495 10305303374 18.69 <0001

ReofMatl T 222342741647 3763248807 57.50 <.0001

Dependent Variable: SalePrice SalePrice SaleCondition 5 26000807451 52001614806 9.4 <.0001

ScreenPorch 1 16249711138 16349711138 29684 <0001

TotalBsmtsF 1 FOBABS340G0 FOGASSI4OE0 53 75 <0001

Source DF| Sum of Squares, Mean Square| F Value| Pr > F YearBuilt 1 B4BT3SI060 IMBTISI0GE 55 28 <0001

Model 162 1.7166461E1] 105065808685 192.13 <.0001 YraSinceRemod 1 32057315405 32957315405 508 00146

Error 2767  1.5260761E12 55152732322 _2ndFIrSF 1 3244215640 3244215640 588 0.0154

Corrected Total 2925 1.8682537E13 _1IstFIrSF 1 3J0B348813.79 20034081319 (.58 0.4547

GarageArea 1 SFTEZ3IB 4 5762331184 1048 00012

R-Square Coeff Var Root MSE SalePrice Mean GarageType 6 PEOI4Z1T138 48190361896 087 05132

0918359 1288956 23484 62 1H07SE6.1 GarageCond 5 D42720021.84 18854418437 034 0.8877

v. Mean Price Vs. Overall Condition and Overall Quality
Mean Sale price varies significantly based on Overall Condition & Overall quality of the
house on Sale.
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The MEANS Procedure

Analysis Variable : SalePrice SalePrice
Overall Cond N Obs N Mean  Std Dev Minimum Maximum
7 7 6998129 20092 94 5000000 10300000
10 10 116062.10 104753.95 12789.00 394432.00
50 50 95994.00 38804.49 35000.00 200624.00
101 101 120923.87 44730.35 40000.00 301600.00
1654 1654 206027.03 87026.46 13100.00 745000.00
533 533 150377.89 50557.79 37900.00 755000.00
390 390 153001.96 4904257 50138.00 402000.00
144 144 15477552 51784.62 84500.00 415000.00
41 41 199765.85 88072.39 88750.00 475000.00

-

oo~ s WwnN

The MEAUNS Procedure

Analysis Variable : SalePrice SalePrice
Overall Qual NObs N Mean  Std Dev Minimum | Maximum
1 4 4 4872500 2934194 13100.00 81500.00
2 13 13 5232531 1756296 12789.00 82000.00
3 40 40 8318598 23569.80 37900.00 139600.00
4 226 226 106485.10 29224 94 34900.00 256000.00
5 825 825 13475252 27690.60 55993.00 301600.00
6 732 732 162130.32 37201.30 76000.00 415000.00
7 602 602 205025.76 43166.27 82500.00 383970.00
8 350 350 270913.59 61326.21 122000.00 538000.00
9 107 107 368336.77 79201.27 150000.00 611657.00
0

1 31 31 450217.32) 141975.97  160000.00 755000.00

vi. ANOVA for SalePrice with Neighborhood
ANOVA to check if the proximity to certain neighborhoods have a significant impact on sale
price. It was observed that neighborhoods have a statistically significant impact on sale
price of the house.

Distribution of SalePrice

800000 F 144.40
1832 B 1848 Prob = F <.0001

© gt
600000 o o

The ANOVA Procedure & Lo0000 g g0 8
= 3 Breso
- . n r ] 1284 0
Dependent Variable: SalePrice SalePrice s fﬁmﬁggg , wg;: © ore
gﬁ 42 1 1529 g 2248
Source DF Sum of Squares Mean Square F Value Pr>F 200000 é (] g 8 8,2
Model 27 1.0716005E13 396889056324 144 40 <.0001 é & © 8
Error 2902 7.9765326E12 2748632870.3 2 é °
Corrected Total | 2929 1.8692537E13 o 8
0
R-Square Coeff Var Root MSE SalePrice Mean o060 a POPPPIP o 0 5 5 b
98, G, O 65, 0,0, G D, % %
0.573277 28.99809 52427.41 180796.1 ’a,,;;;s% X '53"?’ (;kg' gg;a {“?xﬁ)’?ﬂ;‘éj’ {:4;@% 1;,""?/: ’%’3‘ Zg:«, Z%Z”;;?f ;qsz";s’fs,
Source DF Anova S35 Mean Square F Value Pr>F ” " ? ’
Neighborhood | 27 1.0716005E13 396889056324 144 40 < 0001 Neighborhood
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Neighborhood
3
[
o

SWISU
Edwards
ColigCr
Crawfor
Buesta
Mitchal
Timbar
MeadowV
Veankear
GrnHill
Landmrk

100000 150000 200000 250000 300000 350000
SalePrice

vii. ANOVA for SalePrice with Condition1 and Condition2
Condition1 and Condition2 both refer to proximity to certain streets, railways bus stations etc.
Average sale price significantly depends on the condition of the residential home, e.g. (Artery)
adjacent to arterial street, (Feedr) adjacent to feeder street, (PosA) adjacent to postive off-site
feature --park, greenbelt, etc., (PosN) near postive off-site feature --park, greenbelt, etc. Two-
way ANOVA shows that Condition 1 and Condition 2 have a significant relationship with
SalePrice, however the interaction Condition1*Condition2 do not have a significant

relationship.
The GLM Procedure

Dependent Variable: SalePrice SalePrice

Source DF Sum of Squares Mean Square F Value Pr>F

Model 15 1.1508771E12 76725141199 12.75 <.0001

Error 2914 1.754166E13) 60197872314 Source DF  Typelll 88 Mean Square|F Value| Pr>F

Corrected Total 2820  1.8692537F13 Condition 1 8 201269056419 25158632052  4.17 <.0001
R-Square| Coeff Var| Root MSE SalePrice Mean Condition 2 7 180913713469 25844816210 429 <0001
0.061560 4291496 77587 29 180796 1 Condition*Condition | 6 14660669047 24434448411  0.41 0.8759
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